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Abstract—We present a model reduction technique for a class of nonlinear ordinary differential equation (ODE) models of heterogeneous systems, where heterogeneity is expressed in terms of classes of state variables having the same dynamics structurally, but which are characterized by distinct parameters. To this end, we first build a system of differential inequalities that provides lower and upper bounds for each original state variable, but such that it is homogeneous in its parameters. Then, we use two methods for exact aggregation of ODEs to exploit this homogeneity, yielding a smaller model of size independent of the number of heterogeneous classes. We apply this technique to two case studies: a multiclass queuing network and a model of epidemics spread.
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I. INTRODUCTION

Many natural and engineered systems feature different classes of entities that are structurally similar, yet behave in a class-specific manner (e.g., [1]). When mathematical models of such systems are considered, heterogeneity between classes is reflected in their dynamics being characterized by different parameters. Here we consider models defined as nonlinear ordinary differential equations (ODEs), whose size will grow with the number of classes. Our main contribution is a new protocol for approximate reduction of such models.

Combining ideas from the theories of differential inequalities [2] and lumpability of ODEs (e.g., [3], [4]), we provide a method that can give bounds on the solution of a heterogeneous model by means of an ODE system of smaller size which preserves the structure but is characterized by parameters that represent the extreme values found in the original model. We start from a nonlinear autonomous ODE system, of size $n$, with solution living in the positive orthant. The method consists of two steps. The first step requires building a differential hull: this is a system of differential inequalities of size $2n$; roughly speaking, with each variable $x_i$ in the original system it associates two variables, $\varepsilon_i$ and $\pi_i$, representing a lower and an upper bound for $x_i$, respectively. The differential hull is carefully chosen such that it is amenable to an exact model order reduction that collapses variables associated with analogous states of different classes (e.g., all jobs of any class in a given queuing station) into a single variable. Therefore, the reduced system corresponds to a homogeneous, single-class model providing lower and upper bounds for every state of every distinct class in the original system.

We employ two different model-order reduction techniques. The first, exact lumpability, is a well known transformation of the original state space through a linear mapping [4]. The second considers a partition of the state space such that variables in the same partition block have equal solutions if they have equal initial conditions. We call this uniform lumpability, which we here generalize with respect to [5], where it was confined to ODE models induced by a formal language [6]. We show the complementarity of these two aggregations by analyzing two cases studies: a multiclass model of epidemics spread [7] and a multiclass queuing network [8]. Finally, we illustrate the applicability of our technique by means of a numerical assessment on these case studies.

In practice, differential hulls may be useful in parameter design, i.e., when a model is to be evaluated over a large parameter space in order to find values of parameters that provide some required dynamical behaviour. The guaranteed a-priori bounds provided by our technique allow, for instance, to plan for systems which enjoy certain reachability properties (e.g., the queue lengths never exceeding a threshold, or diseases never causing a severe outbreak).

Related work: Deriving bounds by means of differential inequalities can be traced back to the seminal work of Muller [9]. In particular, the notion of differential hull can be seen as a special case of Theorem 1 in [2]. Similar results have been established in [10] and [11]. As regarding model reduction, Antoulas offers a substantial account of approximate techniques [12]. For nonlinear systems, methods based on Proper Orthogonal Decomposition require empirical observations of the original system, unlike our approach. Girard and Pappas perform model reduction with approximate bisimulation, but it requires the computation of a Lyapunov-like function [13]. Our approach is structure-preserving in that the reduced model shows the dynamics of a representative class in a heterogeneous system (up to certain parameter values). This is different from recent work on approximate model reduction of (linear) dynamical systems evolving over a graph [14], [15], which are structure-preserving because the reduced model preserves topological information. The averaging principle presented in [1] allows one, under certain assumptions, to relate a quantity $f(p)$ of interest in a heterogeneous model described by parameters $p = (p_1, \ldots, p_n)$ with the quantity $f(\text{avg})$ obtained by considering the same model where all parameters are replaced with their average $\text{avg} \equiv \frac{1}{n} \sum_{i=1}^{n} p_i$. A bound in the form $\|f(\text{avg}) - f(p)\| \leq C \cdot \|\text{avg} - p\|^2$ is established. Since this result relies on Taylor’s formula, the estimation of $C$ requires the homogeneous model to have a closed form solution. Unfortunately, this is difficult to obtain in our setting because closed form solutions for nonlinear ODE systems are scarce. Our results are closer to [16], which also studies aggregations of heterogeneous nonlinear ODE system. In contrast to the current work, however, [16] provides looser a-priori bounds based on Gronwall’s inequality.

II. DIFFERENTIAL HULL

Preliminaries: We study the autonomous ODE systems with solutions living in the positive orthant in the form

$$\dot{x}(t) = f(x(t)), \quad (1)$$

where we use Newton’s dot notation to indicate the derivative with respect to the variable $t$, here always intended as time.
Whenever explicit dependence on $t$ is not needed, we shall use the notation $\dot{x} = f(x)$, with $x = (x_1, \ldots, x_n) \in \mathbb{R}^n_{>0}$. In all cases, $f : \mathbb{R}^n_{>0} \to \mathbb{R}^n$ is assumed to be locally Lipschitz continuous. This yields the existence of a unique solution. We denote its components by $f_1, f_2, \ldots, f_n$. For vectors $x = (x_1, \ldots, x_n)$ and $y = (y_1, \ldots, y_n)$ in $\mathbb{R}^n$, $x \leq y$ is true if and only if $x_i \leq y_i$ for all $1 \leq i \leq n$. Strict inequality, $x < y$, is defined similarly.

We now introduce the notion of a differential hull, which is a vector field of order $2n$ that bounds our dynamics of interest $f$ from above and from below.

**Definition 1 (Differential Hull).** A locally Lipschitz function $g : \mathbb{R}^n \to \mathbb{R}^n$ is a differential hull of $(f_1, \ldots, f_n) : \mathbb{R}^n_{>0} \to \mathbb{R}^n$ when, for all $1 \leq i \leq n$ and $x \leq y$,

$$x_i = x_i \Rightarrow g_i(x, y) \leq f_i(x)$$

and

$$x_i = y_i \Rightarrow f_i(x) \leq g_i(x, y)$$

The following restates a special case of Theorem 1 from [2] in convenient way for the present paper.

**Theorem 1.** Let $g$ be a differential hull of $f$. Then, if the solution of the ODE system $(\dot{x}, \dot{y}) = g(x, y)$ subject to $0 < x(0) \leq x(\tau) < \pi(\tau)$ exists and is positive on $[0, \tau]$, where $\tau > 0$, then the solution $\dot{x} = f(x)$ exists on $[0, \tau]$ as well and satisfies $x(t) \leq x(\tau) \leq \pi(\tau)$ for all $0 \leq t \leq \tau$.

### III. Exact Aggregation

As discussed, finding a differential hull of a large ODE system is not useful per se in general, because the ODE system doubles in size. For the class of heterogeneous ODE systems of interest here, however, it is possible to find a homogeneous differential hull, i.e., one whose equations satisfy certain exact symmetries. We consider two such symmetries. First, we review the notion of exact lumpability, from [4], to which we refer the reader for details.

**Exact lumpability:** Let $n \leq n$ be an integer and let $M$ be a $n \times n$ real constant matrix with rank $n$.

**Definition 2.** If for all solutions of (1), $y(t) := Mx(t)$ obeys an ODE system

$$\dot{y}(t) = \hat{f}(y(t)),$$

(2)

with some function $\hat{f} : E \to \mathbb{R}^n$, with $E \subseteq \mathbb{R}^n_{>0}$, then the system (1) is said to be exactly lumpable to (2) by $M$.

We confine our analysis over a finite interval of time where both (1) and (2) admit a unique solution. The existence of such an interval follows from the fact that Lipschitz continuity is preserved under linear mappings (see Theorem 2.1, [4]).

**Theorem 2 (see Theorem 1.2, [4]).** The system (1) is exactly lumpable to (2) by the matrix $M$ if and only if it holds that $M \circ f = \hat{f} \circ M$ where “$\circ$” denotes function composition.

Let us remark that in the remainder we will consider linear mappings $M$ induced by a partition of the original state space.

**Uniform lumpability:** We now present uniform lumpability. In contrast to exact lumpability, it considers symmetries due to different state variables having the same trajectories when starting with the same initial conditions. This is a generalization of the reduction technique presented in [5] for ODE systems induced by formal languages. It is here extended to arbitrary vector fields, which requires a more general definition and a different proof (for Theorem 3).

**Definition 3.** Let $H$ be a partition of $\{1, \ldots, n\}$ and $f : \mathbb{R}^n \to \mathbb{R}^n$ be a vector field. Then

- The vector $x \in \mathbb{R}^n$ is said to be uniform on $H$, if $x_i = x_j$ for all $H \in H$ and $i, j \in H$.
- $H$ is called uniformly lumpable (UL) with respect to $f$, if $f(x)$ is uniform on $H$ whenever $x$ is uniform on $H$.

**Example 1.** Let us fix the partition $H = \{1, 2\}, \{3\}$. Then, the vector $(x_1, x_2, x_3)$ is uniform on $H$ only if $x_1 = x_2$. Let us now consider the ODE system:

$$\dot{x}_1 = x_1 x_3 \quad \dot{x}_2 = x_2 x_3 \quad \dot{x}_3 = -(x_1 + x_2) x_3$$

We have that $H$ is UL with respect to this vector field because $x_1 x_3 = x_2 x_3$ whenever $x_1 = x_2$.

Thus, an UL partition identifies equal derivatives for components belonging to the same partition block. The next theorem establishes a result of equivalence for the ODE solution.

**Theorem 3.** Let $H$ be an UL partition of $\{1, \ldots, n\}$. Then, under the assumption that the initial condition $x(0)$ is uniform on $H$, the solution of the ODE system $\dot{x} = f(x)$ is such that $x(t)$ is uniform on $H$, provided that $t$ is in the domain of $x$.

**Proof:** Let $H = \{H_1, \ldots, H_m\}$ for some $1 \leq m \leq n$. By renaming the variables $x_1, \ldots, x_n$, we may assume without loss of generality that $i \in H_j$ for all $1 \leq j \leq m$. For all $1 \leq i \leq n$, set $[i] = j$ where $j$ is uniquely determined by $i \in H_j$. Further, for any $y \in \mathbb{R}^n_{>0}$, let $y^\text{H} \in \mathbb{R}^n_{>0}$ be given by $y_i^\text{H} := y_{[i]}$, where $1 \leq i \leq n$. By setting $g_j(y) := f_j(y^\text{H})$ for all $1 \leq j \leq m$ and $y \in \mathbb{R}^n_{>0}$, let $y$ denote the unique solution of the locally Lipschitz ODE system $(\dot{y}_1, \ldots, y_m) = (g_1(y), \ldots, g_m(y))$ subject to some $y(0) \in \mathbb{R}^n_{>0}$. Then, for all $1 \leq i \leq n$, it holds that $(\dot{y}(t))^\text{H} = (\dot{y}(t))_{[i]} = g_{[i]}(y(t)) = f_{[i]}(y(t)^\text{H}) = f_i(y(t)^\text{H})$, where the last identity follows from the fact that $H$ is a UL partition and $y(t)^\text{H}$ is uniform on $H$. Thus, $t \mapsto y(t)^\text{H}$ is the unique solution of $\dot{x} = f(x)$ with $x(0) = y(0)^\text{H}$ and the claim holds true.

Thus, given a uniform partition $H$ with respect to $f$ and an initial condition $x(0)$ that is uniform on $H$, Theorem 3 ensures that the corresponding solution of $\dot{x} = f(x)$ is such that $x(t)$ is uniform on $H$ for all $t$ that are in the domain of $x$. This readily yields a reduced model, obtained by choosing one equation for each representative and replacing every variable in the vector field with the representative of its block. In Example 1, choosing $x_1$ and $x_3$ as representatives gives

$$\dot{x}_1 = x_1 x_3 \quad \dot{x}_3 = -2x_1 x_3$$

(3)

**Remark 1.** In the forthcoming examples we shall identify a UL partition in terms of the ODE variables. For instance, the partition $\{\{1, 2\}, \{3\}\}$ will be denoted by $\{\{x_1, x_2\}, \{x_3\}\}$. 
IV. Case Studies

In this section we apply our technique to two case studies: an ODE model of a multi-class queuing network and a multi-type version (introduced in [7]) of the well-known susceptible-infected-recovered (SIR) epidemiological model (e.g., [17]). They show the complementarity of the two types of aggregation—the former requiring uniform lumpability while the latter being also amenable to exact lumpability. Furthermore, we present numerical results to evaluate the quality of the bounds produced by the differential hulls.

For each case study, we identify one model parameter that introduces heterogeneity into the system (for instance, in the SIR model we associated different infection rates to each population class). The differences between these values depend on a parameter, Δ, which thus indicates the degree of heterogeneity. Each model perturbed in this way was then analyzed with increasing values of Δ, and with varying parameter configurations so as to be exercised under different dynamics, e.g., to attain different steady states.

A. Queuing Network Model

Specification: Let us consider a Markov chain model of a queuing network (QN) with n classes of users, labeled 1, 2, . . . , n, where each user requires service at a resource with capacity α. Let Xi and Ui be the total number of class-i users (1 ≤ i ≤ n) requiring service and available resources, respectively. Then, we use a capacity-sharing argument (e.g., [18]) whereby one class-i user receives service at an exponential rate equal to αXi/ (n Xj=1 Xj) min(j=1 n Xj, Ui), if Xi ≥ 0. Furthermore, after each request we assume that each user goes idle for some time, distributed with rate βi; after the wait, the user goes into service again. Similarly, after each service the resource is made temporarily unavailable for some time (an example of service with vacations, e.g., [8]), distributed with rate γ, after which it is ready to serve again. Using standard arguments (see, e.g., [19]), it can be shown that in the case of many users and many resources the Markov chain converges in probability to the following ODE system:

\[ \dot{x}_i = -\alpha \frac{x_i}{\sum_{j=1}^{n} x_j} \min \left( \sum_{j=1}^{n} x_j, u_i \right) + \beta_i (1 - x_i) \]
\[ \dot{u} = -\alpha \min \left( \sum_{j=1}^{n} x_j, u \right) + \gamma (1 - u) \]

Here, for all 1 ≤ i ≤ n, x_i represents the fraction of class-i users in service and u is the fraction of servers that are available; hence 1 - x_i is the fraction of idle clients and 1 - u is the fraction of servers on vacation. We consider the model with initial conditions 0 < x_i(0), u(0) < 1, from which we have that every solution satisfies 0 < x_i(t), u(t) < 1 for all t. In particular, the solutions x_i(t) are directly related to the load of the system, with \( \sum_{j=1}^{n} x_j(t) \) representing an estimate of the total queue length at the resource at time t.

Differential hull: The following is a differential hull for the QN model.

\[ \dot{x}_i = -\alpha \frac{x_i}{\sum_{j=1}^{n} x_j} \min \left( \sum_{j=1}^{n} x_j, u_i \right) + \beta_i (1 - x_i) \]
\[ \dot{u} = -\alpha \min \left( \sum_{j=1}^{n} x_j, u \right) + \gamma (1 - u) \]

where we set \( \beta := \min_j \beta_j \) and \( \overline{\beta} := \max_j \beta_j \). The initial conditions are given by \( \overline{u}(0) := \max_j x_j(0), u_i(0) := \min_j x_j(0) \) and \( \overline{u}(0) := u(0) := u(t) \) for all 1 ≤ i ≤ n. By using the extrema of the parameters values of the original model, we can now apply model reduction. Indeed, it holds that \( \left\{ \{x_1, \ldots, x_n\}, \{\overline{u}, \overline{u}\} \right\} \) is a UL partition for (4). We can write one equation for each partition block, thus obtaining the reduced differential hull:

\[ \dot{x} = -\alpha \min \left( x + (n - 1)\overline{x}, \overline{u} \right) + \beta - \overline{\beta} \overline{x} \]
\[ \dot{\overline{x}} = -\alpha \min \left( \overline{x} + (n - 1)x, u \right) + \beta - \beta \overline{u} \]
\[ \dot{\overline{u}} = -\alpha \min \left( n\overline{x}, \overline{u} \right) + \gamma - \gamma \overline{u} \]
\[ \dot{\overline{u}} = -\alpha \min \left( \overline{u} \right) + \gamma - \gamma \overline{u} \]

Therefore, we get that the solution satisfies \( x(t) \leq x_i(t) \leq \overline{x}(t) \) and \( \overline{u}(t) \leq u \leq \overline{u}(t) \) for all i and t. Let us remark that (4) cannot be reduced by exact lumpability.

Numerical Evaluation: From the construction of (4), it emerges that the dynamical behavior of the differential hull depends on: (i) the number of heterogeneous components, n; (ii) on the actual values of \( \beta_i \); and (iii) on the initial conditions \( x_i(0) \), for all 1 ≤ i ≤ n. The last point, in particular, is because the uniform lumpability criterion requires setting the initial conditions equal within each partition block. Thus, clearly, the best estimations are achieved when \( \max_j x_j(0) = \min_j x_j(0) \).

We present numerical results where these values are changed in a controlled way by means of the parameter Δ. Specifically, for a given Δ we set \( \beta_1, \ldots, \beta_n \) uniformly spaced in \([1.00 - \Delta; 1.00 + \Delta]\), and initial conditions \( x_1(0), \ldots, x_n(0) \), uniformly spaced between in \([0.50 - 0.10\Delta; 0.50 + 0.10\Delta]\). We set \( u(0) = 0.50 \). These conditions were chosen arbitrarily, however we experimented with different values of α in order to exercise a wide spectrum of the system’s dynamics. Intuitively, small values of α yield large service times, increasing the proportion of jobs (of every class) in queue; conversely, larger values lead to a network with less load on the resource.

As a measure of the accuracy of the bound, we fixed a maximum tolerance, W, for the differential hull, normalized with respect to the maximum value attained by the solution of the original system across the whole time horizon. This was set to 50 time units, which ensured convergence to equilibrium in all cases considered. Specifically, call T* the smallest t such that \( \max_{x \in \{x_1, \ldots, x_n\}} \left( \overline{x}(t) - \overline{x}(t) / \max_{x \leq 0.50} x(t) \right) \geq W. \)
Then $[0; T^*]$ defines the time interval within which the bound on every solution, normalized with respect to the maximum value of the solution, is less than or equal to $W$. Let us remark that we use this normalization in order to relate the width of the bound to the range of values attained by the solution. This is analogous to error metrics widely used for approximation techniques in queuing networks, e.g., [20]. Other notions of relative error are less robust. For instance, normalizing with respect to $z(t)$ would amplify small differences for small values, although this would have a negligible impact on the actual accuracy. Having fixed $T^*$ we similarly define the tolerance error as $\epsilon = \max_{z \in [x_1, \ldots, x_n, u]} \{ (z(T^*) - z(\infty))/\max_{\tau \leq 50, 0} z(\tau) \}$. This estimates how far away the solution at time $T^*$ is from the original steady state solution.\(^1\)

Table I shows the tolerance error $\epsilon$ with varying $\alpha$ and $\Delta$, for $n = 30$. The second column lists the difference between the maximum and minimum value of the steady-state solution $x_i(\infty)$ across all values of $\Delta$, as an indication of the different steady-state conditions attained as a function of $\alpha$ (the values of $\alpha$ were chosen to obtain queue-length proportions at every decimal point in $[0.00:1.00]$). In general, the results indicate that the quality of the differential hull worsens with increasing $\Delta$; this is expected because more heterogeneity must be accounted for within the bounds. The tolerance also depends on $\alpha$, with a tendency to improved accuracy in the central region of the parameter space.

In order to show the dependency of the error on the system’s size, we repeated the same analysis for $n = 60$. However, for these tests we used different values of $\alpha$ than in Table I. This is motivated by the fact that, in this queuing model, the larger $n$ the higher the load on the resource, all other parameters being fixed. The new values of $\alpha$ were chosen to produce models that are comparable, in terms of steady-state queue-length proportions, with those of Table I. The results are reported in Table II, showing a similar pattern of the error behavior. To numerically confirm this trend, we collected the error statistics—minimum, average, maximum values and percentiles—for both $n = 30$ and $n = 60$ with varying tolerance levels $W$. There results are reported in Table III, quantifying the trade-off between the degree of precision tolerated and the “coverage” of the transient dynamics of the original system. In all cases, doubling the original system size while maintaining the same reduced order model did not cause significant degradation.

**B. Multiclass SIR Model**

**Specification:** The well-known SIR model describes the dynamics of spread of an infection from a population of infected individuals ($I$) to a population of susceptible individuals ($S$), accounting for the possibility of recovering ($R$) from infection after some time [21]. In its deterministic version the model is described by the following three ODEs:

\[
\begin{align*}
\dot{S} &= -\beta SI \\
\dot{I} &= -\gamma I + \beta SI \\
\dot{R} &= \gamma I
\end{align*}
\]

\(^1\)This is well posed for the tests presented here. We verified that the numerical ODE solutions monotonically attained convergence to a steady state.

where $\beta > 0$ is the infection rate and $\gamma > 0$ is the recovery rate. Here we consider a multiclass variant with $n$ class of individuals with class-specific infection rates and recovery rates [7]. The ODEs for this model are, for all $i$:

\[
\begin{align*}
\dot{S}_i &= -\beta_{SI} \sum_{j=1}^{n} \beta_{i,j} I_j \\
\dot{I}_i &= -\gamma_{i} I_i + S_i \sum_{j=1}^{n} \beta_{i,j} I_j \\
\dot{R}_i &= \gamma_{i} I_i
\end{align*}
\]

**Differential hull:** Together with $\beta_i \geq \min_{i,j} \beta_{i,j}$, $\gamma_i \geq \min_{i,j} \gamma_{i,j}$, the following is a differential hull for the multi-class SIR model.

\[
\begin{align*}
\dot{\bar{S}} &= -\beta \sum_{j=1}^{n} \beta_{j} \bar{S}_{j} \\
\dot{\bar{I}} &= -\gamma \bar{I} + \beta \sum_{j=1}^{n} \beta_{j} \bar{S}_{j} \\
\dot{\bar{R}} &= \gamma \bar{I}
\end{align*}
\]

Similarly to the QN example,

\[
\{ \{S_1, \ldots, S_n\}, \{S_1, \ldots, S_n\}, \{L_1, \ldots, L_n\}, \{T_1, \ldots, T_n\}, \{R_1, \ldots, R_n\} \}
\]

is a UL partition, by setting initial conditions \(\bar{S}_i(0) = \max_{j} S_j(0), \bar{T}_i(0) = \max_{j} I_j(0), \bar{R}_i(0) = \max_{j} R_j(0), \bar{L}_i(0) = \min_{j} S_j(0), \bar{L}_i(0) = \min_{j} I_j(0), \bar{R}_i(0) = \min_{j} R_j(0)\). This will yield an aggregate differential hull with a tolerance error that also depends on the relative differences in the initial conditions.

However, this model can also be reduced by exact lumpability, by means of an aggregation matrix $M$ which yields the above partition. This leads to ODEs for the upper and lower bounds of the overall sums of susceptible, infected, and recovered individuals, denoted by $\bar{S}$, $\bar{T}$, and $\bar{R}$, respectively:

\[
\begin{align*}
\dot{\bar{S}} &= -\beta \bar{S} \bar{T} \\
\dot{\bar{I}} &= -\gamma \bar{I} + \beta \bar{S} \bar{T} \\
\dot{\bar{R}} &= \gamma \bar{I}
\end{align*}
\]

This offers a trade off: while with exact lumpability the evolution of single class cannot be recovered, the initial conditions do not have to be perturbed as one can set $\bar{S}(0) = \sum_i S_i(0), \bar{T}(0) = \sum_i I_i(0)$, and $\bar{R}(0) = \sum_i R_i(0)$, instead of working with their extremal values.

**TABLE III**

<table>
<thead>
<tr>
<th>$W$</th>
<th>$n$</th>
<th>Min 5%</th>
<th>50%</th>
<th>Mean</th>
<th>95%</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.15</td>
<td>30</td>
<td>0.000</td>
<td>0.000</td>
<td>0.164</td>
<td>0.207</td>
<td>0.670</td>
</tr>
<tr>
<td>0.15</td>
<td>60</td>
<td>0.000</td>
<td>0.000</td>
<td>0.172</td>
<td>0.222</td>
<td>0.766</td>
</tr>
<tr>
<td>0.17</td>
<td>30</td>
<td>0.000</td>
<td>0.000</td>
<td>0.136</td>
<td>0.189</td>
<td>0.621</td>
</tr>
<tr>
<td>0.17</td>
<td>60</td>
<td>0.000</td>
<td>0.000</td>
<td>0.146</td>
<td>0.205</td>
<td>0.725</td>
</tr>
<tr>
<td>0.20</td>
<td>30</td>
<td>0.000</td>
<td>0.000</td>
<td>0.125</td>
<td>0.165</td>
<td>0.565</td>
</tr>
<tr>
<td>0.20</td>
<td>60</td>
<td>0.000</td>
<td>0.000</td>
<td>0.118</td>
<td>0.181</td>
<td>0.696</td>
</tr>
<tr>
<td>0.22</td>
<td>30</td>
<td>0.000</td>
<td>0.000</td>
<td>0.108</td>
<td>0.151</td>
<td>0.530</td>
</tr>
<tr>
<td>0.22</td>
<td>60</td>
<td>0.000</td>
<td>0.000</td>
<td>0.098</td>
<td>0.166</td>
<td>0.659</td>
</tr>
</tbody>
</table>
We consider the results for the differential hull aggregated designed in a way similar to the QN case study, but here degree $\Delta$. For a given degree $\Delta$, $\{\beta_{1,1}, \ldots, \beta_{1,n}, \beta_{2,1}, \ldots, \beta_{2,n}, \ldots, \beta_{n,n}\}$ were set uniformly spaced in $[1.00 - \Delta; 1.00 + \Delta]$. For all $1 \leq i \leq n$, the initial conditions $S_i(0)$, were uniformly spaced between in $[0.50 - 0.1\Delta, 0.50 + 0.1\Delta]$ while we set $I_i(0) = 1 - S_i(0)$ and $R_i(0) = 0$.

The notion of error is defined similarly to the QN case, taking into account that the aggregated hull now provides bounds for sums of the original trajectories of the original ODE system. More precisely, define $T^*$ as the smallest $t$ such that

$$\max_i \left\{ \frac{S(t) - S_i(t)}{S_i(t)} \right\} = \max_{\tau \leq 0.5} \sum_i S_i(\tau),$$

$$\left( \bar{I}(t) - I_i(t) \right) = \max_{\tau \leq 0.5} \sum_i I_i(\tau),$$

$$\left( \bar{R}(t) - R_i(t) \right) = \max_{\tau \leq 0.5} \sum_i R_i(\tau) \geq W,$$

where the bound is normalized with respect to the maximum sums of the respective classes across all time points (here, again, the ODEs were numerically solved until time point 50.0). Then, the tolerance error is defined as $\epsilon = \max_{x \in \{S_1, \ldots, S_n, I_1, \ldots, I_n, R_1, \ldots, R_n\}} \left\{ (z(T^*) - z(\infty)) / \max_{\tau \leq 0.5} z(\tau) \right\}$.

The results for $n = 30$ are presented in Table IV, where we varied $\gamma_i$, for all $1 \leq i \leq n$, between 10 and 200; the second column indicates the range of susceptible individuals of each class in the steady state, for each value of $\gamma$ across all values of $\Delta$. Notice that this covers a wide range behaviors, since the population of susceptible individuals cannot be larger than the largest initial condition, 0.515, across all experiments.
The trend is different than in the QN case study. Here, the differential hull performs better for smaller values of $\Delta$. Substantial errors occur for small $\gamma_i$ and large $\Delta$ (0.140 and 0.150) which correspond to a degree of heterogeneity of $15\%$ across the values of $\beta_{i,j}$. We attribute this difference to the fact that, for small $\Delta$, a nonnegligible contribution to the error behavior is given by width of the differential hull trajectory at the initial condition. While this is equal 0.2$\Delta$ in the QN case, it is equal to zero in the SIR case, owing to the use of an exactly lumpable differential hull. Finally, Table V shows the error statistics for varying $W$. The behavior with varying $n$ is similar to the QN case, hence we do not report it here; notice, however, that unlike the differential hull for QN, the one for the SIR model does not depend on $n$ explicitly.

Instead, for a visual appreciation of the bounds, Figure 1 compares the solution of the differential hulls against the original model in selected cases characterized by increasing tolerance errors with $W = 0.15$.

**Summary:** Although the accuracy is model- and parameterization-dependent, taken together these result suggest good applicability of aggregated differential hulls for models with a degree of heterogeneity within a few percent.

**V. CONCLUSION**

In this technical note we have considered a class of nonlinear ordinary differential equation models for heterogeneous systems, where heterogeneity is due to the fact that different classes have the same structure, but they are characterized by different parameters. We have proposed a method to perform model reduction by collapsing variables related to distinct classes into the same one. The reduced model requires no information about the trajectories of the original system, only the availability of its vector field. Its solution provides upper and lower bounds for all original variables, which have shown satisfactory tightness in our numerical validation with case studies of queuing and epidemiological networks. A relevant subject of future work is to investigate algorithms that detect these near-symmetries between state variables and produce lumpable differential hulls automatically.
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