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Abstract. This paper extends our approach to the verification of spa-
tial properties of m-calculus specifications. The mechanism is based on a
graphical encoding for mobile calculi where each process is mapped into
a graph (with interfaces) such that the denotation is fully abstract with
respect to the usual structural congruence, i.e., two processes are equiv-
alent exactly when the corresponding encodings yield the same graph.
Behavioral and structural properties of m-calculus processes expressed in
a spatial logic are verified on the graphical encoding of a process rather
than on its textual representation. For this purpose we introduce a modal
logic for graphs and define a faithful translation of spatial formulae such
that a process verifies a spatial formula exactly when its graphical rep-
resentation verifies the translated modal graph formula.

1 Introduction

Spatial logics are formalisms for expressing behavioral and topological properties
of system specifications, given as processes of a calculus. Besides the temporal
modalities of the Hennessy-Milner tradition, these logics include ingredients for
reasoning about the structural properties of a system. The connective 0 repre-
sents e.g. the (processes structurally congruent to the) empty system, and the
formula ¢1|¢o is satisfied by processes that can be decomposed into two par-
allel components, satisfying ¢; and ¢s, respectively. Moreover, these logics are
equipped with mechanisms for reasoning about the names occurring in a system.

There are several approaches to the verification of spatial properties, on logics
either for process calculi (see e.g. [4-6] and the references therein) or for other
data structures such as heaps [22], trees [8] and graphs [7]. In this paper we
present an approach [16] to the verification of spatial formulae [4] for m-calculus
specifications, based on a graphical encoding for nominal calculi [15]. Even if
a few articles have been already proposed on the verification of graphically de-
scribed systems (see e.g [1,21,23]), to the best of our knowledge our approach
is the only one that deals with specification of spatial properties for processes
of nominal calculi, based on a graphical presentation. The approach was intro-
duced in previous works, first describing the graphical encoding of processes in

* Research partially supported by the EU FP6-IST IP 16004 SENSORIA (Software
Engineering for Service-Oriented Overlay Computers).



a nominal calculus [15] and then an algorithm to verify properties on such rep-
resentations [16]. The present paper elaborates in the latter work, removing the
restriction to finite processes and formulae and further proposing an encoding
of formulae in a spatial logic for processes into formulae in a modal graph logic.
Our encoding is sound and complete, i.e., a process verifies a spatial formula
exactly when its graphical representation verifies the translated formula.

The main novelty of this work is likely the modal graph logic we introduce.
Indeed, our first approximation to the approach was to obtain an encoding in an
existing graph logic. The approaches (e.g. [2,12,21]) we are aware of, however,
cannot properly model notions like freshness. We have thus devised a graph logic
equipped with a modal operator that captures the names of those items involved
in a graph transformation and that ensures that the new items to be fresh, i.e.,
different from any item in the formula and in the transformed graph.

Our paper provides a mechanism for specifying spatial formulae on the graph-
ical representation of processes. We believe that our approach offers novel in-
sights on the specification of spatial formulae, thanks especially to the link with
a logics for graphs; moreover, it offers further evidence of the adequacy of graph-
based formalisms for system design and specification; finally, it suggests a rich
and flexible formalism for expressing properties of graph transformation.

The structure of the paper is as follows. Section 2 summarizes the m-calculus
and the spatial logic for processes proposed in [4]. Sections 3 and 4 recalls the
main definitions concerning graphs with interfaces [9] and their rewritings. Sec-
tion 5 presents an encoding of w-calculus processes into graphs with interfaces,
streamlining the proposal already discussed in [15]. Section 6 illustrates a set of
graph transformation rules for simulating process reductions and assisting the
encoding. Section 7 defines our modal graph logic, while Section 8 proposes the
encoding of spatial formulae into graph formulae. The final section concludes the
paper and outlines future research avenues.

2 The m-calculus and a Spatial Logic

This section recalls the basics of one of the foremost calculi for specifying dis-
tributed systems, namely the m-calculus [18], and of a logic [4] for expressing
spatial properties of a system specified as a process of that calculus.

Definition 1 (processes). Let N be a set of names; let X be a set of process
variables; and let A = {a(b),ab | a,b € N} be the set of prefix operators. A
process P is a term generated by the syntaz

P:= 0| (wa)P | P|P | 0P | dx | rec,.P

where a € N, x € X and § € A. We denote by P the set of closed processes,
i.e., such that each process variable x occurs inside the scope of a rec,_ operator.

The standard definition for the set of free names of a process P, denoted by
fn(P), is assumed. Similarly for a-convertibility, with respect to the restriction



operators (va)P and the input operators b(a).P: In both cases, the name a is
bound in P, and it can be freely a-converted.

Using the definition above, the behavior of a process P is described as a
relation over abstract processes, i.e., a relation obtained by closing a set of basic
reduction rules under structural congruence.

Definition 2 (structural congruence). The structural congruence for pro-
cesses is the relation =C P x P, closed under process construction and «-
conversion, inductively generated by the following set of axioms

PlQ=Q|P P|(QIR)=(P|Q)|R P|0=P rec,.P=P{e=F/}
(va)(vb)P = (vb)(va)P (va)(P| Q) =P | (va)Q for a & £n(P)

As usual, P{?/,} denotes process P after the substitution of each free oc-
currence of process variable x with process Q.

Definition 3 (reductions). The reduction relation for processes is the equiv-
alence relation —C P x P, closed under the structural congruence =, inductively
generated by the following set of axioms and inference rules

P—-qQ P—-Q
a(b).P | ac.Q — P{¢/p} | Q (va)P — (va)Q PIR—Q|R

The first rule denotes the communication between two processes: Process
ac.Q is ready to communicate the (possibly global) name ¢ along channel a; it
then synchronizes with process a(b).P, and the local name b is substituted by ¢
on the residual process P (avoiding, as usual, the capture of name ¢). The latter
rules state the closure of the reduction relation with respect to the operators of
restriction and parallel composition.

We now recall the spatial logics for the m-calculus presented in [4].

Definition 4 (spatial logic syntax). Let Vs be a set of name variables; and
let Vs be a set of propositional variables. A spatial formula is a term generated
by the syntax

¢u=T | ~¢ | Vo [ 0| dlo | n®¢ | Fo.¢ | Ux.d | n=n' | Ob | Z | pZ.¢

where n, € Vy WN, x € Vi and Z € Vsz. We denote by SF the set of well-
formed, name-closed formulae, i.e., such that each propositional variable occurs
inside the scope of an even number of negation operators and each name variable
occurs inside the scope of a name quantifier.

Boolean connectives and fixpoints have the usual meaning; 0 characterizes
processes that are structurally congruent to the empty process; ¢1|¢po holds
for processes that are structurally congruent to the composition of two sub-
processes, satisfying ¢; and ¢s, respectively; n®¢ is true for those processes
such that ¢ holds after the revelation of name 7; Jx.¢ characterizes processes
such that ¢ holds for some name in N; Mx.¢ holds for a process P if ¢ holds



for some name of N that is fresh with respect to P and ¢ (see below); n = 7’
requires 7 and 1’ to be equal; and O¢ is satisfied by a process P if P can be
reduced into Q' and Q satisfies ¢.

The semantics of a (well-formed, name-closed) formula is given in terms of
the domain Pgs of Psets. A Pset is a family of processes that is closed under
structural congruence and name permutations, for all the names outside its sup-
port. Intuitively, the support for a Pset is a set of names that are relevant for
the property, i.e., such that any permutation of those names outside the support
does not affect the property.

Definition 5 (Pset [5]). Let YV be a set of processes. Then Y forms a Pset if
it is closed under structural congruence and there exists a finite set of names
N C N such that P{a < b} € Y for all a,b ¢ N and P € Y, where P{a < b}
denotes the process P after the transposition of names a and b.

Every Pset Y has a least support [5, Prop. 4.13], denoted supp()). For in-
stance, the set P of all processes is a Pset with empty support.

Formulae with open propositional variables are interpreted under an envi-
ronment o : Vs — Ps which maps every open propositional variable into a Pset.
The semantics of Ux.¢ requires = to be instantiated with a name that is fresh
with respect to ¢ and to any process in the Psets to which the open propositional
variables of ¢ are mapped, i.e., the name must be different from any name in ¢
or in the least support of o(Z) for any open propositional variable Z in ¢. Such
a set of names is defined as n,(¢) = n(¢) UU z¢gpy(4) SuPP(0(2)), where £pv(¢),
n(¢) and supp(Y) respectively denote the set of the free propositional variables
of ¢, the set of names of ¢, and the least support of ).

Definition 6 (spatial logic semantics). Let ¢ be a (well-formed, name-
closed) spatial formula and let o be a mapping for the free propositional variables
of ¢ into Psets. The denotation [§],, mapping a formula ¢ into a Pset, is defined
by structural induction according to the following rules

[Tl =P [a®¢], = {P | IP'.P = (va)P' and P’ € [¢],}
Hj(b]]a = P\ [[(bﬂa [[H'T(b]]a = UagNﬂ¢{a/m}Ha
[61V dolo = [d1lo Uld2loe  [M2-0]6 = Usga, gy ([#{*/2 o \ {P | @ € £n(P)})
[0], ={P|P =0} [a=0b]c =P ifa=b and O otherwise
2], = o(Z) [1Z.9]s = 1pE(AY [lo1y/2))
[[¢1|¢2]],7 = {P | E'Pl,PQ.P = P1|P2 and P1 € [[(ﬁﬂ]a and P2 S [[(,252]]0-}
[©¢]c ={P|3Q.P — Q and Q € [¢],}

where 1pf(f) denotes the least fized-point of the function f.
The restriction on the use of negation guarantees each possible function

1pf(AY.[¢],[y/z]) to be monotonic, so that fixed points are well defined. In-
deed, its semantics coincides with myEPsWE[[(b]]g[y/Z] [4].

! For the sake of brevity, the unique action modality is synchronization: Our approach
can be easily extended to handle commitments as defined in [4].



3 Graphs and their extension with interfaces

We recall a few definitions concerning (typed hyper-)graphs, and their extension
with interfaces, referring to [3,9] for a more detailed introduction.

Definition 7 (graphs). A(n hyper-)graph is a four-tuple (V, E, s,t) where V is
the set of nodes, E is the set of edges and s,t : E — V* are the source and target
functions. A(n hyper-)graph morphism is a pair of functions (fv, fg) preserving
the source and target functions, i.e., fy os=so fg and fyy ot =to fg.

However, we shall consider typed graphs [10], i.e., graphs labeled over a struc-
ture that is itself a graph.

Definition 8 (typed graphs). Let T be a graph. A typed graph G over T is
a graph |G|, together with a graph morphism 7¢ : |G| — T. A morphism between
T-typed graphs f : G1 — Gz is a graph morphism [ : |G1| — |Gs| consistent
with the typing, i.e., such that 1, = 7, o f.

In the following, a chosen type graph T is assumed.

In order to inductively define the encoding for processes, we need to provide
operations over typed graphs. The first step is to equip them with suitable
“handles” for interacting with an environment.

Definition 9 (graphs with interfaces). A (T-typed) graph with interfaces
(shortly, GW1) is a triple G = (i¢, G, 0a), for G a T-typed graph and ig : I —
G, og : Og — G the input and output graph morphisms.

An interface graph morphism f : G = G is a triple of graph morphisms
(fr, [, fo), with fr, fo injective, preserving the input and output morphisms.

The category of T-typed graphs with interfaces is denoted by I-T-Graph. We

let I % G <= O denote a graph (body) with input interface I and output interface
O. With an abuse of notation, we sometimes refer to the image of the input
and output morphisms as inputs and outputs, respectively. More importantly,
in the following we often refer implicitly to a GWI as the representative of its
isomorphism class, still using the same symbols to denote it and its components.

In order to define our process encoding, we introduce two operators on graphs
with discrete interfaces (GWDIs), i.e., such that their set of edges is empty.

Definition 10 (two operators). LetG =1 LGed JadG =156 L0
be GwD1s. Then, their sequential composition is the GWDI Go G’ =1 - G &
O, for G the disjoint union GW G’, modulo the equivalence on nodes induced
by j(x) = j'(x) for allx € Ny, and i',0" the uniquely induced arrows.
LetG=15G&0andH =15 H & O be GWDIs with compatible

11
7

interfaces.> Then, their parallel composition is the GWDI G@H = (IUI') —

2 That is, any node in Ny N N;: has the same type in I and I’ (similarly for No N No/).
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a < (O U0, for G the disjoint union GW H, modulo the equivalence on
nodes induced by o(y) = o'(y) for all y € No N No» and i(y) = i'(y) for all
y € NrN Ny, and i’,0" the uniquely induced arrows.

With an abuse of notation, the set-theoretic operators on graphs are defined
component-wise, and the typing morphism is extended accordingly. Intuitively,
the sequential composition G o G’ is obtained by taking the disjoint union of
the bodies of G and G’, and gluing the outputs of G with the corresponding
inputs of G’. Similarly, the parallel composition G ® H is obtained by taking the
disjoint union of the bodies of G and H, additionally gluing the inputs (outputs)
of G with the corresponding inputs (outputs) of H. The two operations are
defined on “concrete” graphs, even if the result is independent of the choice of
the representatives, up-to isomorphism3.

A graph expression is a term over the syntax containing all graphs with
discrete interfaces as constants, and parallel and sequential composition as binary
operators. An expression is well-formed if all occurrences of those operators
are defined for the interfaces of their arguments, according to Definition 10; its
interfaces are computed inductively from the interfaces of the graphs occurring
in it, and its value is the graph obtained by evaluating all operators in it.

4 Rewriting graphs with interfaces

This section recalls the basic tools of the double-pushout (DPO) approach to
(typed hyper-)graph transformation, as presented in [11,13]. More precisely, it
directly introduces the extension of the approach to Gwis, which is needed later
on for our modeling purposes.

Definition 11 (graph production). A graph production is a pair of arrows
(1 : K—=L,r: K—R) in I-T-Graph such that the three components of | are
injective. A T-typed graph transformation system (GTS) G is a tuple (T, P, )
where T is the type graph, P is a set of production names and 7 is a function
mapping each name to a T-typed production.

A production 7(p) is usually denoted by a span L 4R R, and it is often
indicated just by the name p. Usually, [ is denoted as being a monomorphism.

Definition 12 (derivation). Let p : L K-SR bea T-typed production
and G a T-typed GWI. A match of p in G is a morphism my, : L — G. A direct

3 While the sequential operator corresponds to categorical composition, the parallel
operator only recalls the tensor product of monoidal categories. A more standard
definition for the latter operator can be found in [9]. Our choice, though, allows for
a compact presentation of the graphical encoding in the following sections.



derivation from G to H wvia production p at a match my, is a diagram

<—K*>IR{

L

W mx @ |ma
| o J
G D

p:

where (1) and (2) are actually pushout squares in I-T-Graph. We thus write
p/m: G = H, for m the morphism (mp, mi,mg), or simply G = H.

Operationally, the application of a production p to a GWI G consists of three
steps, performed component-wise. Consider, e.g., the bodies of the Gwis. First,
the match my : L — G is chosen, providing an occurrence of L in G. Then, all
the items of G matched by L — [(K) are removed, leading to the context graph
D. If D is well-defined, and the resulting square is indeed a pushout, the items
of R—r(K) are added to D, further coalescing those nodes and edges identified
by r, obtaining the derived graph H.

Let p be a production, let p/m G => H be a direct derivation and let
tr(p/m) be the partial function r* o (I*)~! : G — H. By construction, tr(p/m) is
injective on interfaces. The derivation is interface preserving if tr(p/ m) actually
preserves node identity on interfaces. From now on, we will restrict our attention
to derivations that are interface preserving.

5 From Processes to Graphs

We now present an encoding of m-calculus processes into graphs with interfaces,
based on the encoding introduced in [15].

The type graph is defined in Fig. 1. Note that all edges have at most one
node in the source, connected by an incoming tentacle; the nodes in the target
list are instead always enumerated clock-wise, starting from the only incoming
tentacle, unless otherwise specified by an enumerating label. For example, the
edge v has the node e as source, and the node o as target. The edge op actually
stands as a concise representation for two edges, namely in and out, with the
same source and target: they have the node e as source and the node list (e, o, o)
as target, further specified by the enumerating labels 0, 1, and 2.

Fig. 1. The type graph (for op € {in,out}).

The type graph is used to model processes syntactically, and our encoding
corresponds to the usual construction of the tree associated to a term of an



algebra: Names are interpreted as variables, so that they are mapped to leaves
of the tree and can be safely shared. Intuitively, a tree with a node of type e as
root corresponds to a process, whilst each node of type o basically represents a
name. Clearly, the operators in and out simulate the input and output prefixes,
respectively; and operator v stands for restriction. Furthermore, note that there
is instead no explicit operator accounting for parallel composition.

The second step is the characterization of a class of graphs, such that all
processes can be encoded into a graph expression. Let p € A: Our choice is
depicted in Fig. 2, for all a,b € N.

® P Do P @ L P P >e
p>-o<a @ o4 a a--yo
04 b poye—fv—o<na

Fig. 2. Graphs opa (for op € {in, out}); idp, ida, and v,; 0p and Oq.

Finally, let us denote idr and Or as a shorthand for @, id, and @), O,
respectively, for a finite set of names I" C A (since the ordering is immaterial).
The encoding of finite processes into GWDIs, mapping each finite process into a
graph expression, is presented below.

Definition 13 (encoding for finite processes). Let P be a finite process,
and let I" be a set of names, such that fn(P) C I'. The process encoding || P||r,
mapping a process P into a GWDI, is defined by structural induction according
to the following rules (where {c} W I" implies that ¢ ¢ I')

_ [Pl if a & £n(P)
Lva)Pr = { (id, g@ ve @idp) o |[P{°/a}ll{cyur otherwise
1P [ Qlr=[Plr®[Qlr La(b).Plir = (ina, ® idr) o [P{*/s} ] {cpwr
I_I_OJJF = 0p®OF UEb.PJJp = (outmb ®de) o I_I_PMF

Note the conditional rule for (va).P: It is required for removing the occur-
rence of useless restriction operators, i.e., those binding a name not occurring in
the process. The mapping is well-defined, since the resulting graph expression is
well-formed, and the encoding || P||r is a graph with interfaces ({p} U I, ).

The mapping || -] is not surjective, since there are graphs of rank ({p} U T, ()
that are not (isomorphic to) the image of any process. Nevertheless, our encoding
is sound and complete, as stated by the proposition below (adapted from [15]).

Proposition 1 (correct process encoding). Let P, Q) be finite processes and
let I' be a set of names such that fn(P)Ufn(Q) C I'. Then, P = Q if and only

if [Pr=[Qlr-



In order to show how recursive processes can be encoded as suitable infinite
graphs, the first step is to consider a complete partial order on graphs.

Definition 14 (graph order). Let G, H be GwWDIs with interfaces (I,0).
Then, G Cr 0 H if there exists an injective graph morphim f: G — H.

Thus, we consider the standard subgraph relationship, partitioned over inter-
faces: often, we skip subscripts whenever clear from the context. These partial
orders are complete with respect to w-chains, and it is noteworthy that the encod-
ing ||0]r is the bottom of the order for those GWDIs with interfaces ({p}U I, ).

Definition 15. Let rec,.P be a process, and let I' be a set of names, such that
fn(P) C I'. Then, the encoding ||rec,.P||r is defined as 1pf(AX.||P{*X/.}|1).

Two recursive processes may be mapped to isomorphic GWDIs, even if they
are not structurally congruent. Nevertheless, the extended encoding is still sound.

6 Process reductions vs graph rewrites

This section introduces a rule for simulating the reduction relation as well as a
few rules that are useful for the encoding of the logic. In the following, even if not
explicitly stated, all the spans involve only graphs with empty output interfaces.

So, let us start with rule p, (depicted in Fig. 3) for simulating the reduction
relation over processes given in Definition 3.

Let us explain our notation. The nodes may be labeled. If the label is an
element in {p} UN, that means that the node is actually in the image of the
input interface. Otherwise, the label is a natural number, and it is used just for
describing the actions performed by the rule, so that e.g. the o nodes identified
by 2 and 3 are coalesced by the rule. These identifiers are of course arbitrary:
They correspond to the actual elements of the set of nodes/interfaces, and they
unambiguously characterise the (interface preserving) span of functions.

Po . Peo
02 og
A ol 1

Fig. 3. The rule p, for synchronization.

It is noteworthy that just one rule is needed to recast the reduction semantics
for the m-calculus. The structural rules are taken care of by the fact that graph
morphisms allow for embedding a graph into a larger one, thus simulating the



closure of reduction with respect to contexts. Similarly, no distinct instance of
the rule is needed, since graph isomorphism takes care of the closure with respect
to structural congruence, and of the renaming of free names.

We now introduce a set of “house-keeping” rules for performing specific tasks
requested by our encoding of the spatial logic. The rule p,, for adding nodes to the
interface is depicted on the left of Fig. 4. Since the left-most and middle graphs
are empty, the rule can be applied to any graph resulting in the addition of a
node to the right-most graph. This rule is going to be used in conjunction with
rule p,: It reveals a restricted name (see Fig. 5), consuming a restriction-edge
and coalescing the attached node with the image of an interface node.

Fig. 4. Rules for introducing (left), checking for (center) and removing a name (right).

Pe o o ‘ Pe o o® ‘ Pe o®

Fig. 5. The rule for revealing a restricted name.

The identity rule pg,, represented on the right of Fig. 4, is used to test the
presence of a node among the inputs. We do not depict the similar rule pg,,
without the node a in the interface, testing for the presence of any node.

Finally, the garbage collection rule p, depicted on the center of Fig. 4 is used
to remove a name from the interface: Note that the DPO formalism ensures that
the rule is applied properly, i.e., to an isolated node only.

7 Modal Graph Logic

This section introduces our flavor of graph logic, inspired by [2,12,21] and re-
sulting in a monadic second order p-calculus with a first-order action modality.
In particular, our logic is closely related to [2], where a fragment of Courcelle’s
monadic second order logic [12], combined with the propositional u-calculus, is
considered. The main novelty of our proposal is a first-order action modal opera-
tor that requires a rewriting via a given rule to exist and binds a set of variables
with the identities of the nodes involved in the corresponding derivation.

Definition 16 (graph logic syntax). Let V; be a set of propositional vari-
ables, V,, a set of node variables, V., Vg set of first and second order edge vari-
ables, respectively, and finally (T, P,7) a GTS The set GF of all graph formulae



over the GTS (T, P, ) is the set of terms generated by

Yu=T10| [V | {pla, )y | Tz |y |V | Z ] pZy
Ou=c=cly=ylrly) =ty  ex=nliln)|sy) | tKy)

U)h’eTEkeNizevn7UGVHUN7y€‘/67xvmle‘/;f7Y6VE7Z€VZ;t€€ET7
and p € P.

For readability sake, the rule p in the above definition is interface preserving,
and x, &’ are vectors of node variables indexed over the nodes of the left-hand
side L and of the right-hand side R, respectively.

As we shall see, the modal operator is used to bind variables with the iden-
tities of items matched in both the left- and the right-hand side of a rule. Thus,
the modal operator p({x1,...,2Zn), (z},...,2},)).¢ bounds the n + m variables
in ¢. In the following we consider closed formulae only, i.e., formulae where each
occurrence of a node, edge, edge set or propositional variable is bound.

The logic includes booleans, a first-order node quantifier, first and second-
order edge quantifiers, a modal operator, fixpoints, and equalities of edge identi-
ties or nodes (possibly referred to by node variables), the source or i-th target of
an edge, or the images of an input, denoted by 7, s(y), t[k](y), and i(n) respec-
tively. Note the lack of constraints on the number of tentacles departing from
an edge variable, so that a formula as In.t[i](e) = n might turn out to be false.

We introduce now the concept of Gsets, sets of GwWDIs closed under graph
isomorphism and permutations of interface nodes outside its support.

Definition 17 (Gset). Let Y be a set of GWDIs. Then ) forms a Gset if there
exists a finite set of interface nodes N such that f(G) € Y for all cwis G € Y
and isomorphisms f being identities on the nodes in N.

Each Gset ) can be proved to have a finite support, denoted by supp());
and clearly (the union of) the encoding of (the members of) a Pset turns out to
be a Gset. We let n,(¢)) denote the set of interface names of a formula ¢ under
a valuation p defined as n(¢)) U U zespy(y) SUPP(p(Z)), where £pv(1)) and n(4)
respectively denote the set of the free propositional variables and the names of
a formula v (constants and free name variables).

The formulae of the logic are intended to be interpreted over Gsets.

Definition 18 (graph logic semantics). Let 1) be a graph formula and let p
be a 4-tuple (pz, py, py,pz) of mappings from node, edge, edge set and proposi-
tional variables into nodes, edges, edge sets, and Gsets, respectively. The deno-
tation [¢],, mapping a formula v into a Gset, is defined by structural induction
according to the following rules

[7,=5 [By4], ={G € S| 3e € Eg.G € [¥]pe/y }
[=41, = S\ [¥], [3Y.4], ={G € S|3E C Eg.G € [¢¥] &y}

[Z], = pz(2) [z Y], = 1pt (M. [Y] po/2))

[6], = [lp(0)]] [p(z,2")], ={G | p/m : G — H and H € [¢], }

[v1 V 2], = W], U [#2], [Hsz-9], = Uaenp(w)[[wﬂp[a/z]



where 1pf(f) denotes the least fized-point of the function f, ||0|| maps true and
false to Syr and 0, respectively, and p’ = trf(p/m)o (pU{x +— m(NL)}) U{z’ —
m(Ng)}, for N1, and Ny the nodes of the left-hand side L and the righ-hand side
R of the rule p, and trf(p/m) the total extension of tr(p/m).

Intuitively, the variables in « are assigned to the matched items of the left-
hand side of the derivation, and the resulting mapping is composed with the trace
of the derivation to get rid of item renaming (no renaming is needed instead for
2’). In addition, we require new interface items in H to be different from the
interface names of 1, i.e., not to occur in n,(?): This ensures the new items to
be fresh with respect to the formula and its environment.

Boolean connectives and item comparisons have the expected meaning, and,
since the denotation is for closed formulae, the interpretation of the terms gen-
erated by 6 is obvious. Note however that as in [2] we consider environments p
that might map a variables into items that are not part of some graphs. Thus,
a formula like z = y is satisfied by a graph in environment p if p(x) = p(y),
independently, hence, on whether or not p(x) or p(y) are nodes of the graph.

Indeed, the main difference with the approach of [2] is the semantics of the
modal operator. In order for p(x,x’)1 to hold in an environment p we require
a direct derivation from G into a graph H via rule p and match m to exist such
that H fulfills ¢ in an environment p’ that is like p after applying the trace of
the derivation (to get rid of item renaming) and the addition of the mapping of
variables in vectors @, ' with the items of the left- and right-hand side of the
match of rule p. In that way, one can express not only the possibility of applying
a graph transformation rule, but we can bind variables with the items involved
in the transformation which we can use in the residual formula.

8 From Spatial to Graph Logic

We can now finally turn our attention to the encoding [] : SF — GF, mapping
spatial formulae into graph formulae. Our goal is to define a complete and sound
encoding such that for any process P we have that P € [¢] iff || P] € [[¢]].

For the sake of readability, for each modal operator we consider only those
arguments that are relevant for the encoding. So, pr(z1,z2) bounds z; and s
with the items 1 and 2 of the left-hand side of the rule p, (see Fig. 3), i.e., the
channel on which synchronization occurs and the sent name. These nodes are
relevant for the encoding since they might become isolated and thus need to
be garbage collected. Similarly, p,(z,) bounds z, with the item a of the right-
hand side of the rule p,, (see Fig. 4, right), i.e., the new interface node; p3, (z,)
bounds x, with the item a of the rule p3, (see Fig. 4, center), i.e., the checked
for interface node (while p3, (z) bounds = with the only node of the rule); pg(x,)
bounds z, with the item a of the right-hand side of rule p, (see Fig. 4, right),
i.e., of the deleted interface node; and p,(z,) bounds x, with the item a of the
right-hand side of rule p, (see Fig. 5), i.e., the revealed interface node.*

* Note that, except for p(z1,z2) and p3, (), all the operators bounds interface nodes,
since they are used for checking name properties.
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Fig. 6. Auxiliary graph formulae.

Fig. 8 summarizes some additional abbreviations that provide a more read-
able and concise presentation of the encoding. First, as a shorthand, Jy € Y.¢
quantifies over the edges of an edge set, while in(z,Y") is a shorthand for the
formula expressing the occurrence of the node x in either the source or the tar-
get of an edge in Y. Since the type graph considers at most three targets, the
formula considers only up to the third target. Similarly, x € Y states that x is
in either the source or the target of an edge in Y. Furthermore, {¢)}¥ denotes
the formula v relativized to the set of edges Y. Fig 8 defines the most significant
cases for ¢, the others are recursively defined in a straightforward way. Formula
I(x) states that z is not the source or target of any edge, thus characterizing
isolated nodes. Formula S(y,y’) states that edges y,3’ occur consecutively. This
can happen in encoded processes only if the source of one of the edges to be equal
to the first target of the other edge. Another property is that a set of edges (in
an acyclic graph, as those representing processes) is connected: In words, C(Y)
requires each edge of set Y to occur consecutively to another edge of Y unless
it has the root of the graph (the image of p) as source. Then R(Y,Y”) states the
confinement of the target of a restriction operator, i.e., the target of each v edge
must to be either in Y or in Y. We also use a formula P(Y,Y”) to express that
two sets of edges Y,Y” are disjoint and complementary, i.e., they partition the
set of edges. Another abbreviation is that we sometimes want to express the fact
that a rule p can be applied for a certain match denoted by ((p(z1,%})))o.

We finally present our encoding of spatial formulae into graph formulae
Definition 19 (Logics encoding). Let ¢ be a spatial formula. The logics en-
coding [¢], mapping a spatial formula ¢ into a graph formula, is defined by

structural induction according to the rules in Fig. 7.

The encoding of boolean connectives (b1) and fixpoints (u1) is trivial.



[0] =Vy.F (v1)
[T]=T [=¢]==[¢] [p1V ¢2]=[d1]V [¢2] (b1)

[m =mn2] = (m =n2) (nl)
2] =2 [pZ.¢] =nZ[9] (n1)
[Wz.¢] = (pn(z))[4] (f1)
[Fz.¢] = [Uz.9) (el)
V ((p3, (z)))[¢] (e2)

V sz [¢] (e3)

M®¢] = ({({pa, (MNL(E(n)) A ({pr(1)))[0]) (r1)
V (= {3, mNT A (pn (@) ((pr (@) S /n}]) (r2)

(O8] = (pr(x,2")) (L(x) A L(z") A ({pg(2))) (g (x)))[¢]) (al)
V (I(x) A=I(z") A ((pg(2)))[0]) (a2)

V(= I(z) A I(z") A ((pg(2))[0]) (a3)

V (= I(z) N =I(z") A [¢])) (ad)

[p1]p2] = FY.IY'.P(Y,Y") (c1)
ANCY)ACY") (c2)

A R(Y, Y/) (e3)

Ao} A {lg2]}” (c4)

Fig. 7. The encoding of spatial formulae into graph formulae.

Regarding the encoding of name equalities, it is worth noticing that the
encoding works with interface nodes rather than with their images. Because the
input morphism is injective in any process encoding, we can safely encode name
comparison as comparison of the corresponding interface nodes (nl).

The encoding of an empty process is the graph 0, depicted in Fig. 2, i.e., it
is a graph with just one node and no edges. Moreover, no other GWI modeling a
process has an empty set of edges. Thus, the encoding of 0 is a graph formula
that characterizes graphs without edges (v1).

The encoding of the freshness quantifier exploits Gabbay-Pitts property [14]:
It suffices to consider just one fresh name, neither occurring in ¢ nor previously
in the process. We obtain such a name via the freshness rule p,,, which bounds
the variable x as the fresh name it is introduced. The rule ensures that = will be
effectively fresh for the process and the formula (f1).

Also the encoding of Jx.¢ relies on Gabbay-Pitts property. Indeed, to check if
¢ holds for some name z it suffices to consider (el) a fresh name (thus relying on
the encoding of freshness quantification), (e2) all the free names of the process
(the nodes of its interface) and (e3) the nodes in n,([¢]) (i-e., all the names of
¢ plus the least support of o(Z) for any open propositional variable Z in ¢).

The encoding of n®¢ distinguishes two cases: Either (rl) the node 7 occurs
in the interface and its image is isolated or (r2) it is not in the interface. The
first turns out to be true when 7 has been introduced by the application of the
freshness rule p,.. In other words, n®¢ was nested in a freshness quantification on
7 (which is a variable rather than a constant). In this case the encoding considers
the revelation of a restricted node as n using rule p,.. If n does not occur in the



interface, then 7 is not a free name, hence, we introduce it in the interface via
rule p, and proceed as in the first case.

The action modality requires the rule p, to be applicable. The resulting graph
must then satisfy ¢, but we may need to garbage collected those nodes involved
in the synchronization. For that purpose we use four cases (al-a).

Finally, consider the encoding of composition. The encoding of the parallel
composition P of two processes is done via the parallel composition ® of the
corresponding graphical encodings. The resulting graph || P]| is a tree with the
image of p as root, from where several edges depart. Some of them represent
subprocesses and the rest correspond to name restrictions. Thus, the encoding
of ¢1| 2 is a graph formula that states whether there is a correct decomposition of
a graph into two components, one satisfying ¢; and the other satisfying ¢o (c4).
A correct decomposition requires (cl) to find two complementary and mutually
disjoint sets of edges; each set must form (c2) a connected graph including the
image of (p) and at least an edge whose source is the image of p; and (c3) any
restriction edge has to belong to the right set.

The theorem below states that the proposed encoding is correct.

Theorem 1. Let P be a process, let I' be a set of names such that £n(P) C T,
and let ¢ be a closed spatial formula. Then, P € [¢] iff | Pllr € [[¢]]-

9 Conclusions and Future Work

The paper introduced a graph-based technique for the verification of spatial
properties of finite m-calculus specifications. We considered only the deterministic
fragment of the calculus, in order to offer as simple a presentation as possible:
The choice operator could be included with little effort.

Besides being intuitively appealing, the graphical presentation offers canon-
ical representatives for abstract processes, since two processes are structurally
congruent exactly when they are mapped to the same graph wih interfaces (up to
isomorphism). The encoding has a unique advantage with respect to most of the
approaches to the graphical implementation of calculi with name mobility (such
as bigraphs [19]): It allows for the reuse of standard graph transformation theory
and tools for simulating the reduction semantics of the calculus [15]. Thus, we
proposed to check whether a process satisfies a spatial property (formulated in
a suitable logic [4]) by encoding spatial formulae in a novel modal graph logic.

With respect to other approaches [2, 12, 21], the main novelty of our logic is a
modal operator that binds variables with the items involved in a graph rewriting
rule and, in addition, ensures items created by the rule to be new with respect to
the environment in which the formula is interpreted. This operator generalizes
node quantification, for instance, and this is the key to encode spatial ingredients
like revealation of restricted nodes and creation of fresh names.

Besides any consideration on the efficiency and usability of our approach, we
believe that a main contribution of our paper is the further illustration of the
usefulness of graphical techniques for the design and validation of concurrent
systems.



We are planning an implementation of our approach, possibly by extending

existing tools for the analysis of graphically designed systems, such as [17, 20].
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